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Abstract: The integration of artificial intelligence (AI) systems into cybersecurity strategies in Ukraine’s defence sector presents significant opportunities and 
challenges, particularly in the context of legal regulation. This article addresses the urgent need to establish a comprehensive framework for the legal regulation of 
AI in cybersecurity. It systematizes the factors influencing the adaptation of legal norms to the rapid development of AI technologies and evaluates their potential 
implications. A combination of general scientific and specialized legal methods was used, including a comparative analysis of international practices, a systemic and 
structural examination of the interaction between legal frameworks and AI capabilities, as well as legal modelling and forecasting techniques. An expert survey of 30 
specialists in cybersecurity, law, and national security revealed critical gaps in Ukrainian legislation. These include the absence of a legal definition and classification 
of AI systems, undefined liability for autonomous system decisions, and the lack of certification standards for AI technologies in cybersecurity. The study developed 
a Legal Risk Assessment Matrix, identifying the most critical risks, such as the violation of human rights, including freedom of expression. Recommendations for 
updating Ukrainian legislation were proposed, including amendments to existing laws and the formulation of a draft law titled “On the Regulation of Artificial 
Intelligence in National Security and Defence.” Mechanisms for ensuring algorithmic transparency and protecting critical infrastructure were outlined, emphasizing 
ethical AI use and protocols for human interaction with autonomous systems. The article also explores avenues for international cooperation, particularly in the context 
of partnerships with NATO and the European Union. The results are intended to inform policymakers and contribute to the formulation of legal and cybersecurity 
strategies to counter hybrid threats and information warfare.
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Resumo: A integração de sistemas de inteligência artificial (IA) nas estratégias de cibersegurança no setor da defesa da Ucrânia apresenta oportunidades e desafios 
significativos, especialmente no contexto da regulamentação jurídica. Este artigo aborda a necessidade urgente de estabelecer um quadro abrangente para a regulamentação 
legal da IA na cibersegurança. Sistematiza os fatores que influenciam a adaptação das normas jurídicas ao rápido desenvolvimento das tecnologias de IA e avalia as 
suas potenciais implicações. Foi utilizada uma combinação de métodos científicos gerais e jurídicos especializados, incluindo uma análise comparativa das práticas 
internacionais, um exame sistêmico e estrutural da interação entre os quadros jurídicos e as capacidades de IA, bem como a modelização jurídica e as técnicas de 
previsão. Um inquérito realizado a 30 especialistas em cibersegurança, direito e segurança nacional revelou lacunas críticas na legislação ucraniana. Estas incluem 
a ausência de uma definição e classificação jurídica dos sistemas de IA, a responsabilidade indefinida para decisões de sistemas autônomos e a falta de normas de 
certificação para tecnologias de IA em segurança cibernética. O estudo desenvolveu uma Matriz de Avaliação de Riscos Legais, identificando os riscos mais críticos, 
como a violação dos direitos humanos, incluindo a liberdade de expressão. Foram propostas recomendações para a atualização da legislação ucraniana, incluindo 
alterações às leis existentes e a formulação de um projeto de lei intitulado “sobre a regulamentação da inteligência artificial na segurança e defesa nacional”. Foram 
delineados mecanismos para garantir a transparência algorítmica e proteger as infraestruturas críticas, enfatizando a utilização ética da IA   e dos protocolos para a 
interação humana com sistemas autônomos. O artigo explora também caminhos para a cooperação internacional, particularmente no contexto das parcerias com a 
NATO e a União Europeia. Os resultados pretendem informar os decisores políticos e contribuir para a formulação de estratégias jurídicas e de cibersegurança para 
combater as ameaças híbridas e a guerra de informação.

Palavras-Chave: Inteligência artificial; Regulamentação legal; Cibersegurança; Setor de defesa; Transparência algorítmica; Ameaças híbridas; Padrões éticos.

Introduction
In the current environment of rapid technological 

development and geopolitical changes, legal regulation of the 
use of artificial intelligence (AI) in the defence sector is becoming 
key to national security. This problem is particularly acute for 
Ukraine, which is at the forefront of defending democratic values 
and territorial integrity in the face of hybrid warfare and constant 

cyberthreats [1-3]. The rapid development of AI technologies 
opens unprecedented opportunities for strengthening cyber 
defence, but at the same time poses complex challenges for the 
legal system, which must strike an adequate balance between 
innovation and ethical compliance, between strengthening 
national security and protecting fundamental human rights. The 
relevance of the study of legal aspects of AI use for ensuring 
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cybersecurity of the Ukrainian defence sector is conditioned by the 
urgent need to develop an effective, flexible, and comprehensive 
legal framework. Such a framework should not only meet modern 
technological realities and international standards, but also 
consider the unique context of Ukraine as a state that actively 
counteracts hybrid threats [4]. 

The multifaceted nature of AI in defence cybersecurity 
has attracted considerable attention from researchers around the 
world. A comprehensive review of the recent literature reveals 
a diverse range of perspectives and conclusions on this issue. 
Taddeo et al. [5] and Kaushik et al. [6] have explored the ethical 
implications of AI-driven cybersecurity systems, highlighting the 
need for robust governance frameworks to ensure responsible 
deployment in defence contexts. Their study highlighted the 
potential risks of autonomous decision-making in critical 
infrastructure, calling for strict oversight mechanisms. Building 
on this framework, Usman et al. [7] conducted an in-depth study 
of the legal challenges associated with AI in cybersecurity, 
particularly relevant to emerging economies and regions facing 
geopolitical tensions. Their findings highlighted the significance 
of developing a comprehensive legal framework that addresses 
the unique challenges posed by the use of AI in cybersecurity. 
Kanellopoulos [8] and Kant [9] studied the implications of AI 
and machine learning in cyber intelligence, focusing on the legal 
aspects of data sharing and cross-border cooperation. Their study 
highlighted the need to harmonise international legal standards 
to promote effective cybersecurity cooperation while protecting 
national sovereignty. 

Margulies [10] thoroughly explored the complex 
interrelationships between AI, cybersecurity, and international 
law, raising critical questions about the applicability of existing 
legal norms to AI-driven cyberoperations in conflict situations. 
His study prompted a reassessment of conventional legal concepts 
in the context of innovative technologies, identifying gaps in 
existing international law that need to be addressed. Adding to 
this perspective, Haner and Garcia [11] explored the legal and 
ethical implications of autonomous cyber capabilities, pointing 
to the challenges of attribution and accountability in AI-enabled 
cyber operations. Their study highlighted the need for clear legal 
guidelines governing the use of AI in offensive and defensive 
cybersecurity measures. Considering the concrete context of 
critical infrastructure protection, Radanliev et al. [12] provided a 
comprehensive review of AI and robotics in cyber risk insurance, 
with implications for the national security and defence sectors. 
Their study identified considerable challenges in assessing and 
mitigating the risks associated with AI-based cybersecurity 
systems, highlighting the need for adaptive legal and regulatory 
frameworks. 

Singh et al. [13] thoroughly reviewed the transformative 
potential of AI in enhancing cyber resilience, who proposed a 
framework for integrating AI into the security of industrial control 
systems. Although their study did not specifically focus on the 

defence sector, it provided valuable insights into the regulatory 
challenges of implementing AI-based security measures in 
sensitive infrastructure. Expanding on this theme, Smuha [14] 
explored the European Union’s (EU) approach to AI regulation, 
including its application in cybersecurity and defence. Her analysis 
offered valuable perspectives on balancing innovation with ethical 
and legal considerations that could inform Ukraine’s approach to 
AI governance in the defence sector. In a groundbreaking study, 
Dwivedi et al. [15] and Gillespie et al. [16] conducted a multi-
country investigation of AI adoption and effectiveness in the 
public sector, including applications in defence and cybersecurity. 
Their research highlighted the varying degrees of legal readiness 
in different countries, emphasising the need for Ukraine to develop 
a robust and adaptive legal framework. 

Despite these considerable contributions, several critical 
gaps persist in the current body of knowledge. The concrete legal 
challenges that Ukraine faces in implementing AI for defence 
cybersecurity have not yet been comprehensively addressed. 
Furthermore, the rapid pace of technological progress requires 
a constant reassessment of the legal framework to ensure its 
relevance and effectiveness. However, despite the considerable 
amount of research conducted, there is still a series of understudied 
aspects that require further analysis and development. Specifically, 
the issue of adapting Ukrainian legislation to the challenges 
associated with the use of AI in the context of hybrid warfare and 
the constant cyber threat requires a more in-depth investigation. 
There is an urgent need to develop a comprehensive approach 
that accommodates both the technical capabilities of AI to 
enhance cyber defence and the potential risks of its misuse. The 
mechanisms of international cooperation in the field of legal 
regulation of AI for cybersecurity are understudied, especially in 
the context of Ukraine’s Euro-Atlantic integration and the need to 
harmonise national legislation with EU and North Atlantic Treaty 
Organisation (NATO) standards. Furthermore, there is a need to 
develop a methodology for assessing the effectiveness of legal 
norms in a rapidly changing technological environment, which 
will allow prompt adaptation of legislation to new challenges and 
opportunities of AI.

The purpose of this study was to develop a conceptual 
model of legal regulation of the use of AI in the cybersecurity 
system of the defence sector of Ukraine, which would consider 
modern technological capabilities, international legal norms, and 
the specifics of the country’s national security. The objectives of 
this study were as follows:

1. To conduct a comparative analysis of international 
experience in legal regulation of AI in cybersecurity, 
with a particular focus on the practices of countries 
facing national security challenges analogous to 
Ukraine.

2. To research the relationship between AI technological 
capabilities in cybersecurity and existing legal norms in 
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Ukraine, identifying potential gaps and contradictions 
in the current legislation.

3. To develop a methodology for assessing legal risks 
associated with the introduction of AI systems in the 
cybersecurity of the defence sector, considering the 
specifics of hybrid threats and information warfare.

4. To formulate a proposal for adapting Ukraine’s 
national legislation to effectively regulate the use of 
AI in cybersecurity, including mechanisms to ensure 
transparency of algorithms and protection of critical 
infrastructure.

Materials and Methods
The research methodology included general scientific 

and specialised legal methods, which ensured a comprehensive 
and objective analysis. The dialectical method was used to 
investigate the legal regulation of the use of AI in cybersecurity 
as a dynamic phenomenon that changes under the influence of 
technological and geopolitical factors. The systemic-structural 
method helped to explore the relationship between the elements 
of legal regulation and the technological capabilities of AI. The 
comparative legal method was used to analyse international 
practices based on regulations, scientific publications, and official 
reports of international organisations for 2019-2024, with a focus 
on the practices of NATO and countries with national security 
challenges analogous to Ukraine. Specifically, the National 
Artificial Intelligence Initiative Act [17] and the Regulation (EU) 
No. 2024/1689 of the European Parliament and of the Council 
“Laying down harmonised rules on artificial intelligence and 
amending Regulations (EC) No 300/2008, (EU) No 167/2013, 
(EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 and (EU) 
2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 
2020/1828” (Artificial Intelligence Act) [18] were analysed. 
The formal legal method was used to analyse and interpret legal 
provisions.

The method of legal modelling was employed to investigate 
the relationship between the technological capabilities of AI and 
the existing legal norms of Ukraine. The analysis was based 
on the Law of Ukraine No. 2163-8 “On the Basic Principles 
of Ensuring Cybersecurity of Ukraine” [19], the Cybersecurity 
Strategy of Ukraine [20], the Law of Ukraine No. 2469-8 “On 
National Security of Ukraine” [21], the Law of Ukraine No. 
2297-6 “On Personal Data Protection” [22], the Law of Ukraine 
No. 3855-12 “On State Secrets” [23], as well as other relevant 
regulations. The method of legal forecasting combined with risk 
analysis was used to develop a methodology for assessing the 
legal risks associated with the introduction of AI systems in the 
cybersecurity of the defence sector. 

The study employed the methods of law-making experiment 
and legal construction to formulate proposals for the adaptation 

of the national legislation of Ukraine. This helped to develop 
concrete mechanisms to ensure the transparency of AI algorithms 
and protect critical infrastructure. A Venn diagram was created to 
visualise the correlation between the technological capabilities of 
AI in cybersecurity and the existing legal regulation in Ukraine.

A prominent component of the study was an expert survey 
conducted to validate the developed proposals and assess 
potential legal risks. The survey involved 30 experts, including 
10 cybersecurity experts, 10 lawyers specialising in AI legal 
regulation, and 10 national security specialists. The criteria 
for selecting experts were as follows: at least five years of 
professional experience in the relevant field, publications on the 
research topic, participation in the development of regulations 
or strategic documents in the field of cybersecurity and AI. The 
survey was conducted on the online platform SurveyMonkey 
with the use of using a customised questionnaire containing 20 
closed-ended questions rated on a five-point Likert scale, where 
1 means “strongly disagree” and 5 means “strongly agree”. This 
scale helped to assess the degree of agreement among experts 
with various statements regarding the legal regulation of AI in 
cybersecurity, potential risks, and priority areas for improving 
legislation. In addition, the questionnaire contained five open-
ended questions to receive detailed comments and suggestions. 
Experts received questionnaires via email with a personal 
invitation to take part.

To assess the identified legal risks, a system of criteria was 
developed that accommodates the specifics of hybrid threats and 
information warfare. These criteria include two main assessment 
parameters: the probability of the risk occurring and the severity 
of the consequences. This approach allows not only qualitative but 
also quantitative assessment of each of the identified risks, which 
is critical for making informed decisions on the implementation 
of AI systems in the defence sector.

The ethical aspects of the study were ensured by obtaining 
informed consent from all survey participants. The experts were 
informed about the objectives of the study, the voluntary nature 
of participation, and the possibility to withdraw at any stage. All 
data was anonymised to protect confidentiality.

Results
The rapid development of AI technologies and their 

integration into cybersecurity systems open new opportunities 
to protect Ukraine’s critical infrastructure and national interests. 
This is vital for the defence sector, where the effectiveness of 
cyber defence directly affects national security. At the same time, 
the introduction of AI in cybersecurity poses a series of legal 
challenges that require detailed analysis and resolution. The study 
focused on the legal aspects of using AI for cybersecurity in the 
defence sector of Ukraine. It included an analysis of international 
experience in regulating AI, an assessment of the compliance 
of Ukrainian legislation with modern technologies, and the 
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identification of legal risks associated with the introduction of 
AI in cyber defence.

In the context of the rapid development of AI technologies 
and growing cyberthreats, the analysis of international practices in 
the legal regulation of the use of AI in cybersecurity is of critical 
significance for Ukraine. Considering the unique challenges faced 
by Ukraine in national security, investigating and adapting the 
best international practices is a key element in developing an 
effective cyber defence strategy. The world’s leading countries 
are actively developing and implementing specialised legislation 
to regulate AI in the field of cybersecurity. Specifically, the 
United States of America (USA) adopted the National Artificial 
Intelligence Initiative Act [17], which establishes a framework for 
the development and application of AI, including in the field of 
national security. This act defines AI as “machine systems capable 
of performing tasks that normally require human intelligence”. 
The document emphasises the importance of a balanced approach 
to the development of AI, considering both its potential benefits 
and risks to national security. The EU is promoting the Regulation 
(EU) No. 2024/1689 of the European Parliament and of the 
Council [18], which aims to create common rules for AI in the 
EU, including cybersecurity aspects. This draft law proposes 
a broader definition of AI, including systems that can create 
content, predictions, recommendations, or decisions that affect 
the environment with which they interact. The European approach 
is distinguished by a clear categorisation of AI systems by risk 
level, which determines the relevant regulatory requirements.

Different jurisdictions lack a single universal approach to 
legal definitions of AI. For example, in the UK, the National 
AI Strategy defines it as “technologies that perform tasks that 
would normally require human intelligence, especially when 
machines are trained from data on how to perform those tasks” 
[24]. This definition is broad enough to cover various forms of AI, 
from simple algorithms to complex neural networks. Canadian 
legislation focuses on AI’s ability to learn and adapt, reflecting 
a narrower approach focused on advanced forms of AI. This 
diversity of approaches to the definition of AI poses certain 
challenges for the international harmonisation of cybersecurity 
legislation, but at the same time allows each country to adapt the 
regulatory framework to its specific needs and legal traditions.

In terms of AI application in cybersecurity, most countries 
identify the following key areas: real-time detection and response 
to cyberthreats; prediction of potential attacks based on the 
analysis of large amounts of data; automation of cybersecurity 
processes, including patching and updating systems; analysis of 
user behaviour and network traffic to identify anomalies. The 
experience of Israel, which faces constant cyber threats and is 
actively implementing AI for preventive detection of attacks and 
automated response to incidents, is particularly illustrative. The 
Israeli approach is based on the concept of active defence, where 
AI is used not only for defence but also for proactive detection 
and neutralisation of potential threats. This experience could be 

particularly valuable for Ukraine, considering the similarity of 
the security challenges faced by both countries.

A prominent aspect of regulation is the establishment 
of restrictions on the use of AI in cybersecurity. Most of the 
surveyed countries introduce restrictions on the use of AI for 
mass surveillance without proper legal grounds; autonomous 
decision-making by AI without human supervision in critical 
national security systems; and the collection and processing of 
personal data beyond what is necessary to ensure cybersecurity. 
The example of Germany is illustrative, where there is a strict 
restriction on the use of AI to identify people in public places 
without a court order. This reflects the desire to balance the 
effectiveness of cyber defence with the protection of fundamental 
rights and freedoms. This approach is relevant in the context of 
the growing debate on the ethical aspects of using AI in national 
security and the need for public control over these technologies.

There is a growing trend towards requiring transparency 
of AI algorithms, especially those used in critical cybersecurity 
areas. France, for example, requires developers to provide detailed 
documentation on the principles of operation of AI systems 
used in the public sector. This requirement is aimed at ensuring 
accountability and auditability of AI systems, which is critical to 
maintaining public confidence in the use of these technologies 
in the national security sphere. Furthermore, such transparency 
helps to identify potential biases in AI algorithms that could lead 
to discriminatory practices or ineffective cybersecurity solutions.

In the context of using AI in cybersecurity, special attention 
is paid to data protection. Most countries implement strict 
requirements to minimise the collection of personal data, limiting 
it to only the amount necessary for the effective functioning of 
cyber defence systems; encrypt data processed by AI systems 
to prevent unauthorised access; and establish clear procedures 
for deleting data once the purpose of its processing has been 
achieved. Estonia, known for its innovative digital solutions, 
has established a requirement for mandatory encryption of all 
data processed by AI systems in the field of cybersecurity. This 
approach demonstrates a commitment to ensuring maximum 
protection of sensitive information, even in case of a potential 
system breach. Notably, such strict data protection requirements 
not only increase the overall level of cybersecurity, but also help 
to strengthen citizens’ trust in government institutions that use 
AI technologies. A comparison of the legal regulation of AI in 
cybersecurity in different countries is presented in Table 1.

The Table 1 demonstrates the diversity of approaches 
to regulating AI in cybersecurity in different countries, which 
helps to identify both common trends and unique aspects of each 
jurisdiction. This data can serve as a basis for the development of 
regulations in Ukraine, considering the best international practices 
and adapting them to the specific needs of the state in the field of 
cybersecurity. The following practices are particularly relevant 
to Ukraine:
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• development of specialised legislation on AI in 
cybersecurity that would consider the specifics of 
Ukraine’s security challenges and establish a clear legal 
framework for the development, implementation, and 
use of AI systems in this area;

• implementing clear mechanisms for controlling the use 
of AI in critical infrastructures, including a certification 
system for AI solutions for cybersecurity and regular 
audits of their operation;

• assurance of a balance between the efficiency of AI 
systems and the protection of citizens’ rights and 
freedoms, specifically through mechanisms of public 
control and transparency in the use of AI for national 
security purposes;

• promotion of public-private partnerships in 
the development and implementation of AI for 
cybersecurity, which will enable the inclusion of the 
best practices of the private sector and ensure rapid 
adaptation to new threats;

• establishment of specialised bodies to assess the ethical 
aspects of using AI in cybersecurity, which would 
ensure that the use of these technologies follows ethical 
norms and social values.

The issue of international cooperation in regulating AI in 
cybersecurity deserves special attention. The study showed that 
many countries are actively developing bilateral and multilateral 
mechanisms for exchanging information and best practices in this 
area. For example, the AI Safety Initiative (AISI), launched by the 
Cloud Security Alliance (CSA), aims to ensure the security and 
compliance of AI systems, including the development of standards 
and best practices for the safe use of AI. Ukraine’s participation 
in such initiatives could help not only to improve the level of 
cybersecurity of the state, but also to strengthen its international 
position as an important player in the field of cybersecurity. 

Notably, the legal regulation of AI in cybersecurity is a 
dynamic area that is constantly evolving in response to latest 
technological opportunities and threats. It is crucial for Ukraine 
not only to adapt the best international practices, but also to 
develop its own innovative approach that accommodates the 
unique context of Ukraine’s security challenges. This requires a 
comprehensive approach that would include legislative initiatives, 
development of technological infrastructure, training of qualified 
personnel, and the development of ethical standards for the use 
of AI in the national security sphere.

Table 1. Comparative Analysis of Legal Regulation of AI in 
Cybersecurity in Different Countries

Country Key regulations Definition of AI
Principal areas of 
AI application in 
cybersecurity

Restrictions on 
the use of AI

Requirements 
for algorithm 
transparency

USA

National 
Artificial 
Intelligence 
Initiative Act 
(2020)

Systems capable 
of performing 
tasks that normally 
require human 
intelligence

Threat detection, 
attack prediction, 
security 
automation

Prohibition of 
use for mass 
surveillance 
without a 
warrant

Mandatory 
documentation of 
algorithms for federal 
systems

United 
Kingdom

National AI 
Strategy (2021)

Technologies 
with the ability to 
perform tasks that 
normally require 
human intelligence

Data analysis, 
anomaly detection, 
automated 
response

Restrictions on 
autonomous 
decision-making 
in critical 
systems

Regular audits of 
AI algorithms in the 
public sector

Germany AI Strategy 
(2020)

Systems that 
demonstrate 
intelligent 
behaviour by 
analysing their 
environment

Preventive 
protection, 
vulnerability 
analysis, network 
monitoring

Prohibition on 
identification 
of persons in 
public places 
without a court 
order

Mandatory disclosure 
of training data and 
algorithmic logic

Estonia

Estonia’s 
national AI 
strategy (2019, 
updated 2022)

Computer systems 
capable of 
performing tasks 
that normally 
require human 
intelligence

Detection of 
cyberthreats, 
analysis of 
user behaviour, 
protection 
of critical 
infrastructure

Restrictions on 
the processing 
of biometric 
data without 
consent

Mandatory encryption 
of all data processed 
by AI systems in 
cybersecurity

Source: created by the authors of this study based on National 
Artificial Intelligence Initiative Act [17], National AI Strategy [25], 
Artificial Intelligence Strategy of the German Federal Government 

[26], Estonia’s National AI Strategy [27].

There is a significant gap between the rapid development of 
artificial intelligence technologies in the cybersecurity sector and 
the current regulatory framework in Ukraine. The study identified 
several key gaps in AI regulation in the context of cybersecurity 
in Ukraine. First of all, there is no legislative definition and 
classification of AI systems, which creates considerable obstacles 
to effective legal regulation. Specifically, the Law of Ukraine 
No. 2163-8 “On the Basic Principles of Ensuring Cybersecurity 
of Ukraine” [19] does not contain a definition of AI or its 
classification in the context of cybersecurity. Article 1 of this 
Law, which contains definitions of key terms, does not include the 
concept of AI, which confirms the lack of legal regulation of this 
technology in the context of cybersecurity. The second key aspect 
is the legal uncertainty regarding liability for decisions made 
by autonomous AI systems. An analysis of the current Criminal 
Code of Ukraine [28] and the Code of Administrative Offences 
[29] shows that there are no provisions regulating liability for 
actions committed by autonomous AI systems. For example, 
Article 361 of the CCU “Unauthorised interference with the 
operation of electronic computers, automated systems, computer 
networks, or telecommunication networks” does not consider 
the specifics of actions taken by AI systems. The third important 
aspect is the lack of certification and testing standards for AI 
systems for cybersecurity. A study of the regulatory documents 
of the State Service for Special Communications and Information 
Protection of Ukraine (SSSCIP) revealed the absence of special 
requirements for AI systems used in cybersecurity. This creates 
risks of using unreliable technologies. It is recommended to 
amend the aforementioned legislative acts to include a definition 
of AI and its classification, develop special legislation to regulate 
AI in the field of cybersecurity, and introduce standards for 
certification and testing of AI systems for cybersecurity. The 
Venn diagram presented in Figure 1 clearly shows the areas with 
a match between technological capabilities and legal regulation 
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and identifies gaps in regulation and technological capabilities 
that are not currently addressed in the legislation.

Figure 1. Correlation of AI Technological Capabilities and 
Legal Regulation in Ukraine

Source: created by the authors of this study based on Baranov et al. 
[30].

A significant mismatch between the technological 
capabilities of AI and the existing legal regulation in Ukraine 
was identified. Specifically, the use of autonomous AI systems and 
self-learning algorithms in cybersecurity stays outside the legal 
framework. From a legal standpoint, this creates potential risks 
for national security and may lead to inefficient use of advanced 
technologies in the defence sector. On the other hand, some of 
the existing legal regulation relates to outdated methods and 
standards that do not consider the modern capabilities of AI. 
This demonstrates the need for a comprehensive update of the 
regulatory framework in the field of cybersecurity, taking the 
modern technological reality into account.

It also revealed the unresolved issues of personal data 
protection when using AI to analyse cyberthreats. The Law of 
Ukraine No. 2297-6 “On Personal Data Protection” [22] does 
not contain any special provisions on the processing of personal 
data by AI systems in the context of cybersecurity. From a legal 
perspective, this requires amending the legislation on personal 
data protection to establish special rules and guarantees for data 
processing by AI systems for cybersecurity purposes.

There is an urgent need to adapt Ukrainian legislation to the 
challenges posed by the use of AI in cybersecurity. It is necessary 
to develop a comprehensive legal framework that would define the 
legal status of AI systems in the context of cybersecurity, establish 
clear boundaries of responsibility for the actions of autonomous 
systems, regulate the processes of data collection and processing 
by AI systems, considering the requirements for personal data 
protection, and create mechanisms for certification and quality 
control of AI systems for cybersecurity. Another prominent aspect 
is the integration of ethical principles of AI in cybersecurity into 
the legal system. From a legal standpoint, this can be achieved 
by adopting a special law on the use of AI in cybersecurity or by 
amending existing regulations accordingly.

An analysis of international experience shows that many 
countries have already begun the process of adapting their 
legislation to the challenges of AI in cybersecurity. Specifically, 
the EU’s experience in developing a comprehensive approach 
to AI regulation, including cybersecurity aspects, can serve as a 
guide for Ukraine in developing its own regulatory framework. 
This should accommodate the specifics of the Ukrainian situation, 
including the needs of the defence sector and existing cyberthreats. 
This requires additional research and consultations with experts 
in the field of cybersecurity, AI, and law to develop effective 
and balanced legal mechanisms for regulating the use of AI in 
cybersecurity in Ukraine.

The introduction of AI systems in the cybersecurity of 
Ukraine’s defence sector is accompanied by a set of legal risks 
that require a thorough analysis and systematisation. The key 
categories of legal risks in this context are human rights risks, 
liability risks, regulatory non-compliance risks, international law 
risks, and ethical risks. Each of these categories covers a wide 
range of potential legal issues that require detailed consideration 
and assessment.

Risks of human rights violations, including the right to 
privacy, freedom of expression, and non-discrimination, become 
particularly relevant when AI is used in defence cybersecurity. AI 
systems, by collecting and analysing large amounts of personal 
data, may violate the right to privacy guaranteed by Article 8 
of the Convention for the Protection of Human Rights [31]. AI 
algorithms aimed at detecting threats may unduly restrict the 
freedom of expression protected by Article 10 of the Convention 
or promote discrimination against certain groups, contrary to 
Article 14. In this context, the principle of proportionality is 
of particular significance, as any restriction of rights must be 
necessary and consistent with a legitimate aim.

The liability risks associated with determining who is 
liable in case of errors or failures of AI systems pose significant 
legal challenges. In the context of the defence sector, where 
the consequences of such mistakes can be critical to national 
security, this issue is particularly acute. Defining clear boundaries 
of responsibility for developers, operators, and end users of AI 
systems is a key task to minimise this risk category. From a legal 
perspective, this requires the development of special legislation 
that would consider the specifics of AI and its application in 
the defence sector. This approach is supported by the European 
Commission’s recommendations on the legal regulation of AI 
[32].

Risks of regulatory non-compliance arise from potential 
conflicts between the operation of AI systems and existing legal 
regulations. In the defence sector, this problem is compounded by 
the requirement to follow both national legislation and international 
standards on cybersecurity and information protection. Particular 
attention should be paid to the compliance of AI systems with the 
requirements of the Law of Ukraine No. 2297-6 “On Personal 
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Data Protection” [32] and the Law of Ukraine No. 3855-12 “On 
State Secrets” [23]. The legal assessment of these risks points to 
the need to develop special regulations that will govern the use 
of AI in the defence sector and define clear requirements for the 
protection of information and personal data.

International law risks relate to potential violations 
of international agreements and conventions in the field of 
cybersecurity and defence. The use of AI in the defence sector 
may lead to situations where autonomous actions of AI systems 
potentially violate international norms of cyber warfare or 
principles of international humanitarian law, in particular the 
Geneva Conventions and their Additional Protocols. The legal 
assessment of these risks points to the need to develop international 
standards and protocols for the use of AI in the military sphere, 
as well as the significance of including AI provisions in existing 
international cybersecurity treaties. Ethical risks associated with 
possible ethical dilemmas in decision-making by AI systems are 
of particular importance in the context of cybersecurity in the 
defence sector. Decisions made by AI can have dire consequences 
for human life and health, as well as for national security in 
general. 

Table 2. Matrix for assessing the legal risks of introducing AI 
into cybersecurity

Risk category Risk description Probability 
(1-5)

Severity of 
consequences 
(1-5)

General risk 
assessment

Possible measures of 
protest

Human rights 
violations

Unlawful restriction 
of freedom of 
expression through 
excessive content 
filtering

4 5 20

Development of clear 
filtering criteria, 
regular audit of 
the system, and 
a mechanism for 
appealing decisions

Risk of liability

Difficulty in 
identifying the 
responsible entity 
in case of false 
identification of 
a threat by the AI 
system

3 4 12

Implementation of 
a system of shared 
responsibility, 
mandatory risk 
insurance

Regulatory non-
compliance

Conflict between 
AI algorithms and 
the requirements 
of personal 
data protection 
legislation

5 3 15

Development of 
special legislation 
on the use of AI in 
the defence sector, 
consultations with 
legal experts

International law

Potential violation 
of international 
cybersecurity 
agreements due to 
autonomous actions 
of an AI system

2 5 10

Implementation of 
international standards 
in the field of AI, 
constant monitoring 
of compliance with 
international law

Ethical risks

AI system making 
decisions that 
contradict the 
ethical norms of 
society

3 4 12

Development of a 
code of ethics for AI 
systems, creation of 
an ethics committee 
to oversee the 
implementation of AI

Note: The total risk score in this matrix is calculated as the product 
of two parameters: Probability of Risk Occurrence and Consequence 
Severity. Both of these parameters are rated on a scale from 1 to 5, 

where 1 is the minimum value and 5 is the maximum.
Source: created by the authors.

The developed methodology for legal risk assessment 
consists of five main stages: risk identification, qualitative 
risk assessment, quantitative risk assessment, risk ranking, 
and development of recommendations. The key tool of the 
methodology is the Matrix for Assessing Legal Risks of AI 
Implementation in Cybersecurity, which allows visualising and 
analysing the identified risks (Table 2).

Applying this matrix to the example of assessing the 
legal risks of implementing an AI system to detect and counter 
disinformation in the defence sector of Ukraine shows that the 
most critical risk is the risk of violating human rights, specifically 
freedom of expression. This underscores the need to strike a balance 
between national security and the protection of fundamental 
human rights following the principles set out in the judgements of 
the European Court of Human Rights (ECtHR). In the case of Big 
Brother Watch and Others v. the United Kingdom [33], the court 
emphasised the need to establish clear and predictable rules for 
mass interception of communications, which directly relates to the 
use of AI in cybersecurity. Additionally, the Case of Centrum för 
Rättvisa v. Sweden [34] highlighted the significance of effective 
supervision and control over mass surveillance systems, which is 
also a critical aspect of AI implementation in the defence sector.

The legal assessment of the developed methodology for 
assessing the risks of introducing AI into the cybersecurity of 
the defence sector shows its potential as a tool for preventive 
legal regulation. This methodology could become the basis for 
mandatory legal expertise of AI systems before their introduction 
into critical infrastructure. From an administrative standpoint, 
it can be implemented through mandatory certification of AI 
systems for the defence sector. This will create a legal mechanism 
to ensure that AI technologies follow regulatory requirements 
at the development stage. In the field of information law, the 
methodology can become the basis for the formation of a new 
category of “information and algorithmic security”, which will 
cover the risks associated with the autonomy of AI systems. 
From the perspective of constitutional law, its application will 
help to balance the interests of national security and human 
rights protection by creating a mechanism for assessing possible 
violations. In international law, this methodology could become 
the basis for creating standards for AI risk assessment in the 
military sphere, helping to harmonise the approaches of different 
countries to regulating this technology.

An urgent need was identified to adapt Ukraine’s national 
legislation to effectively regulate the use of AI in defence 
cybersecurity. The rapid development of AI technologies and 
their implementation in the field of cybersecurity create new 
challenges for legal regulation. In the Ukrainian context, this 
problem is particularly acute considering the current geopolitical 
situation and growing cyberthreats. Effective legal regulation 
of AI in cybersecurity requires a comprehensive approach that 
covers both the technical and ethical aspects of the use of these 
technologies.

The following amendments are proposed to concrete laws 
and regulations of Ukraine. The Law of Ukraine No. 2163-8 “On 
the Basic Principles of Ensuring Cybersecurity of Ukraine” [19] 
should be amended to include definitions of “artificial intelligence 
systems in cybersecurity” and “autonomous cyber defence 
systems” in Article 1. These definitions should be based on modern 
international standards, specifically on the recommendations 
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developed by the Organisation for Economic Cooperation and 
Development [35]. Furthermore, it is proposed to supplement 
Section II with an article on the specifics of AI application in 
critical infrastructure cyber defence systems. In terms of the Law 
of Ukraine No. 2297-6 “On Personal Data Protection” [22], it is 
proposed to amend Article 6 to define the specifics of personal 
data processing by AI systems in the context of cybersecurity. It 
is also recommended that the law be supplemented with a section 
on the rights of personal data subjects in relation to decisions 
made by automated AI systems. It is important to ensure human 
control over automated decision-making systems. The Law of 
Ukraine No. 2469-8 “On National Security of Ukraine” [21] is 
proposed to be amended by supplementing Article 1 with the 
definition of “threat to national security in the field of AI”. This 
definition should consider both the potential risks of AI being used 
by malicious actors and the risks associated with the insufficient 
development of AI technologies in Ukraine, which may lead to 
a technological lag in cybersecurity. It is also recommended to 
amend Section III to include provisions on the strategy for the 
development and application of AI in the national security system. 
This strategy should factor in both the defensive and offensive 
aspects of using AI in cyberspace.

It is proposed to develop and adopt new regulatory 
acts, namely the Law of Ukraine “On Regulation of Artificial 
Intelligence in the Field of National Security and Defence”. 
This law should define key concepts and classify AI systems, 
establish a legal framework for their development, testing, and 
implementation in the defence sector, regulate responsibility 
for decisions made by AI, and prescribe mechanisms for 
monitoring and auditing AI systems in critical infrastructure. It 
is also recommended to adopt the Resolution of the Cabinet of 
Ministers of Ukraine (CMU) “On the Procedure for Certification 
of Artificial Intelligence Systems for Use in Cybersecurity”. 
This resolution should establish the criteria and procedures for 
certification, determine the authorised certification body, and 
regulate the procedures for periodic audits of certified systems. 
When developing this resolution, it is advisable to consider the 
EU practices in creating an AI certification system.

To ensure the transparency of AI algorithms in the context 
of national security, it is proposed to introduce an “explainable 
AI” system for critical decision-making systems. It is important 
to emphasise an understanding of the decision-making process 
of AI systems to ensure trust and accountability. Furthermore, 
it is recommended to create a register of AI algorithms used in 
cybersecurity systems of national significance and to establish 
requirements for documenting the decision-making process of AI 
systems. To improve the legal protection of critical infrastructure 
when using AI, it is proposed to develop a methodology for 
assessing the risks of introducing AI into critical infrastructure 
protection systems. This methodology should consider both 
technical and socio-economic aspects of AI implementation. It 
is also recommended to create a system for early detection and 
response to anomalies in the operation of AI systems of critical 

infrastructure and to implement backup control mechanisms in 
case of failures in the operation of autonomous AI systems. 

The proposed amendments to legislation and new 
regulations should create a system of legal regulation of AI in 
cybersecurity in Ukraine. Their implementation will increase the 
efficiency of AI in the defence sector and ensure the protection of 
citizens’ rights and national interests in the digital space. At the 
same time, the process of adapting legislation should be flexible 
and accommodate the rapid development of AI technologies. AI 
regulation should balance innovation and risk mitigation, which 
is particularly important in the context of national security and 
cybersecurity.

Discussion
The results of the study of the legal aspects of using AI 

to ensure cybersecurity of the Ukrainian defence sector have 
revealed a series of prominent issues and prospects that require 
detailed analysis and discussion in the context of global trends and 
research. The identified mismatch between the rapid development 
of AI technologies and the existing regulatory framework of 
Ukraine is typical not only for this country but also for many 
other countries. This is confirmed by the findings of Taddeo et 
al. [5], who point to the global problem of a “regulatory gap” in 
the field of AI and cybersecurity. The researchers emphasise the 
need to develop flexible legal mechanisms capable of adapting to 
rapid technological changes, which is in line with the conclusions 
about the need to update Ukrainian legislation. At the same time, 
the study revealed aspects of this problem specific to Ukraine, 
specifically, the lack of a legal definition of AI in the context of 
cybersecurity and the unresolved issues of liability for the actions 
of autonomous systems. These aspects are particularly important 
in the context of growing cyberthreats to Ukraine’s defence sector.

The proposed methodology for assessing the legal risks 
of introducing AI into cybersecurity is supported [36], who 
emphasises the significance of a systematic approach to assessing 
AI risks in critical infrastructures. The risk assessment matrix, 
which includes such categories as human rights violations, liability, 
regulatory non-compliance, international law, and ethical aspects, 
correlates with the framework proposed by these researchers. 
However, the study extends this approach by adapting it to the 
specific needs of the Ukrainian defence sector and focusing on 
legal aspects. This allows for a more accurate assessment of risks 
in the context of national security and cybersecurity. The identified 
risks of human rights violations in the use of AI in cybersecurity, 
including potential restrictions on freedom of expression and risks 
of discrimination, are confirmed by Smuha [14]. The researcher 
emphasises the need for a balance between the efficiency of AI 
systems and the protection of fundamental rights, which is in line 
with the recommendations for implementing control and audit 
mechanisms for AI systems in critical infrastructure. At the same 
time, the study extends this discussion by examining these risks in 
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the specific context of Ukraine’s defence sector, where the balance 
between national security and human rights is particularly acute.

Cath et al. [37] support the proposed amendments to 
Ukrainian legislation, specifically the inclusion of definitions 
of AI and autonomous cyber defence systems in the relevant 
laws. The researchers emphasise the significance of clear legal 
definitions for effective regulation of AI in critical sectors. The 
study develops this idea by proposing concrete wording and 
mechanisms for their implementation in Ukrainian legislation, 
which can serve as a model for other countries facing comparable 
challenges. The identified need for special legislation on the use of 
AI in the defence sector is in line with the findings of Brockmann 
et al. [38], who emphasise the need to develop a specific legal 
framework for the military use of AI. However, the study goes 
further by proposing a concrete framework for such legislation 
for Ukraine, including mechanisms for certification and audit 
of AI systems. This could be an important contribution to the 
development of international law in the field of regulation of 
military AI technologies.

Recommendations for the implementation of explainable 
AI for critical decision-making systems are supported by Robbins 
[39], who emphasises the importance of algorithm transparency to 
ensure trust and accountability. The study expands on this concept 
by proposing concrete mechanisms for its implementation in the 
context of cybersecurity in Ukraine’s defence sector, including 
the creation of a register of AI algorithms and the establishment 
of requirements for documenting decision-making. The identified 
problem of unresolved issues of personal data protection when 
using AI to analyse cyberthreats is consistent with the findings of 
Tsamados et al. [40], who emphasise the need to develop special 
rules for data processing by AI systems in the context of national 
security. 

The proposed concept of “information and algorithmic 
security” as a new category in information law is supported by 
Dignum [41], who emphasises the need to expand legal concepts 
to adequately reflect the reality of AI. The identified need to 
adapt international law to the challenges of AI in cybersecurity 
is consistent with the findings of Schmitt [42], who emphasises 
the need to revise existing international norms in light of latest 
technologies. The study extends this discussion by proposing 
specific areas for international cooperation in the field of AI 
regulation in the defence sector, which could become a valuable 
contribution of Ukraine to the development of international 
cybersecurity law.

Perry and Uuk [43] support the recommendations for 
creating a system for early detection and response to anomalies 
in the operation of AI systems in critical infrastructure, who 
emphasise the significance of a proactive approach to AI risk 
management. The results propose concrete mechanisms for its 
implementation in the context of cybersecurity of the defence 
sector of Ukraine. The identified need to balance innovation and 

risk mitigation in AI regulation is consistent with the findings of 
Floridi et al. [44], who emphasise the need for “ethical design” 
of AI systems. The study advances this concept by introducing 
concrete legal mechanisms to ensure the ethical use of AI in 
cybersecurity, including the establishment of ethics committees 
and the development of codes of ethics.

Brundage et al. [45] support the proposals for the 
introduction of public-private partnership mechanisms in the 
development of AI for cybersecurity, emphasising the importance 
of cooperation between the government and the private sector in 
the development of secure AI systems. The results of the study 
develop this idea by proposing concrete legal mechanisms for 
such cooperation in the context of Ukraine’s defence sector. This 
need becomes particularly relevant in the context of Ukraine’s 
Euro-Atlantic integration and the need to harmonise national 
legislation with EU and NATO standards. These conclusions 
are confirmed by Ulnicane et al. [46], who analysed trends in 
international cooperation in the field of AI regulation. Effective 
regulation of AI in a globalised world requires coordinated efforts 
of the international community, especially in such sensitive areas 
as cybersecurity and defence.

Recommendations for the introduction of mandatory legal 
expertise of AI systems before their introduction into critical 
infrastructure are supported by Yeung et al. [47], who emphasise 
the significance of preventive legal regulation of AI. The study 
proposes concrete mechanisms for such expertise in the context 
of cybersecurity of the defence sector of Ukraine. The identified 
need for the development of specialised education and training 
in the field of legal regulation of AI in cybersecurity is consistent 
with the findings of Mökander et al. [48], who emphasise the 
significance of an interdisciplinary approach to AI governance. 
The study extends this concept by proposing concrete vectors 
for the development of educational programmes and training in 
Ukraine.

In addition to these findings, it is worth paying attention 
to the study by Horowitz et al. [49], which addresses the issue 
of strategic stability in the context of AI in the defence sector. 
The researchers emphasise the need to develop international 
protocols to prevent the escalation of conflicts caused by errors 
or misinterpretation of AI systems. This study adds an important 
dimension to the consideration of the legal aspects of the use of 
AI in cybersecurity, focusing on the geopolitical implications of 
the introduction of such technologies. Schraagen [50] extends 
the discussion on the legal regulation of AI in cybersecurity 
by considering the issue of liability for damage caused by 
autonomous systems. The researcher proposes an innovative 
approach to the definition of responsibility, which accommodates 
the complexity of human-machine interaction in the decision-
making process. This study provides more arguments in favour 
of developing specialised legislation to regulate AI in the defence 
sector, emphasising the need to consider the unique characteristics 
of autonomous systems when determining legal liability.



Oleh Semenenko et al. (v. 9 n. 14, 2025)

RICA – v. 9, n. 14, 2025
Revista Interdisciplinar de Ciência Aplicada

ISSN: 2525-3824

10

In summary, the findings of the study not only confirm the 
conclusions of many international experts on the significance of 
adapting legal regulation to the challenges of AI in cybersecurity, 
but also expand existing knowledge by offering concrete 
mechanisms and recommendations for Ukraine. Particularly 
important is the contribution to the development of a methodology 
for assessing legal risks of AI in the context of national security 
and proposals for the adaptation of Ukrainian legislation. These 
results may be useful not only for Ukraine, but also for other 
countries facing comparable challenges in regulating AI in the 
defence sector. At the same time, the study identified a series of 
issues that require further investigation, including mechanisms 
for international harmonisation of legal regulation of AI in 
cybersecurity and the development of effective systems for 
auditing and controlling AI in critical infrastructures. These areas 
could form the basis for future research in this important and 
dynamic area.

Conclusions
This study addressed the critical issue of legal regulation 

for the use of artificial intelligence (AI) in ensuring cybersecurity 
within Ukraine’s defence sector, presenting a conceptual model 
tailored to the country’s unique challenges. The research 
revealed significant gaps in Ukrainian legislation, including 
the absence of definitions and classifications for AI systems, 
unclear responsibility for autonomous decisions, and the lack of 
certification standards for cybersecurity-related AI technologies. 
These gaps pose risks to national security and hinder the efficient 
integration of advanced technologies. A comparative analysis 
of international practices, particularly from the USA, EU, UK, 
and Israel, demonstrated the necessity of adopting specialised 
legislation. Israel’s approach, centred on active defence strategies 
using AI, proved especially relevant for addressing hybrid threats 
and information warfare in Ukraine. 

The study developed a methodology for assessing the legal 
risks of AI integration, highlighting the high probability and severe 
consequences of human rights violations, such as restrictions on 
freedom of expression. It was recommended that Ukraine amend 
existing laws and adopt new legislation, including a draft law “On 
the Regulation of Artificial Intelligence in the Field of National 
Security and Defence.” Additionally, establishing certification and 
audit mechanisms for AI systems would enhance their reliability 
and align with international best practices. 

These findings have practical implications for strengthening 
Ukraine’s cybersecurity infrastructure, ensuring transparency and 
accountability in AI applications, and balancing technological 
advancement with the protection of fundamental rights. The 
proposed framework not only addresses current legislative 
deficiencies but also provides a forward-looking strategy for 
adapting to evolving technologies and security challenges. Further 
research is required to refine these recommendations and explore 
international collaboration in regulating AI for cybersecurity.
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